An alternative mathematical modeling of the scintillation camera and framework for performance analysis of gamma-ray positioning algorithms
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ABSTRACT

Introduction: Substantive amount of work has been done in modeling and analyzing the scintillation camera system processes including positioning and image formation. The goal of this work is to develop a framework for analyzing performance of nonlinear positioning methods upon construction of a mathematical model of the system. In this study, the photodetector array counts are assumed to follow a multinomial distribution.

Methods: We studied effects of several parameters on system performance, including photomultiplier tube (PMT) non-uniform response, gains, shape, size and positioning methods. This was done by constructing linearity and resolution maps, feeding the system a uniform grid of point sources showing the distorted output along with associated blurring intensity. The spatial resolution and linearity parameters are used to evaluate the performance of simulated scintillation camera.

Results: The study findings revealed that the square PMT is the best option due to better fitting and quality especially near the edge of the detector and also ability to cover the rectangular crystal area with minimum numbers of PMTs. Also, the resolution resulted from CSE is 5% and 20% better than center of mass and modified center of mass respectively.

Conclusion: We showed that the rectangular gamma camera accompanied by an array of square PMTs can introduce the optimum performance regarding linearity and resolution if the nonlinear method, called CSE, is used as positioning method. Further evaluation is needed to evaluate the performance of the proposed gamma camera in practice.
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INTRODUCTION

The gamma camera imaging have played an important role in medical imaging since 50th [1, 2]. The principles of the gamma camera operation are well covered in classic publications [3], along with more recent advancements in review papers as well [4]. Rigorous mathematical analyses followed over the years after the introduction of the camera in 1958 by Hall Anger [1], modeling and analyzing (within day’s available computational technology) various aspects of the camera.

Theoretical simulation of the Anger gamma camera system was applied to investigate the dependence of intrinsic resolution and uniformity of the energy-defining pulse on the stochastic nature of the photomultiplier pulse formation and design parameters by Svedberg [5, 6]. Svedberg also presented a computer model to evaluate image quality considering various parameters of gamma camera including crystal dimensions, light guide length and optical properties, number, size and position of the photomultiplier tubes, and type of pulse mixing circuit [7].

Baker et al. investigated a theoretical approach to optimize the design of gamma camera such as light guide thickness, the geometric of array of PMTs, PMT gain and so on [8]. There are more recent computational investigations to design, build and evaluate a scintillation camera [9, 10], although they are more concerned with numerical Monte Carlo models and simulations. Methods based on statistical estimation like maximum-likelihood are also widely popular [11]. The approach taken in this work most resembles that of Fessler [12] in mathematical rigor, and in the interest in analytical prediction of the performances.

In this work, we characterize the linearity and resolution performance of scintillation cameras that using generalized nonlinear model for position estimation of the gamma-ray interaction with scintillation detector. Then we study the effect of varying values of several parameters such as PMT shape and its size, response function and gain variation, crystal thickness on system performance.

METHODS

We describe our model starting with a simple hypothetical scenario and increase the complexity arriving to a realistic model used in our experiments that include arbitrary gamma source collimator geometry, crystal and light-guide thickness, and gamma-ray event positioning arithmetic.

The most basic detection possible scenario would be with a fixed-point source of scintillation photons and a plain un-arrayed photodetector of infinite extent, the source radiating isotropically an infinite number of photons and the photodetector retaining all photon incidence information.

The number of scintillation photons being infinite $N = \infty$, we can assume a continuous flux of energy out from the source changing as $(1/4\pi r^2)$, where $r$ in the distance from the source. We consider the center of mass (com{[i]}) operator to produce our estimate of the source position. Given the intensity distribution on the detector, this operator performs perfect for noiseless data and yields as positioning output exactly the input coordinates, as com{[i]} operator of an unbounded symmetrical distribution is found to be the center.

When the infinite photodetector is replaced with one of limited extent the com{[i]} operator will no longer work perfect. In fact, for any given source coordinates, the estimate produced by the operator will be somewhat attracted towards the center of the detector. We will refer to this effect as the minimalisation effect.

In the next step, we consider the case where there is a photodetector array, each array element (or photomultiplier tube, PMT) providing only a single value representing the energy deposited over its surface. The com{[i]} operator should be calculated discrete: the double integrals of the intensity distribution on the photodetector elements will serve as the weights:

$$I_{11} = \int_0^D \int_0^\pi \frac{1}{4\pi r^2} (\hat{r}, \hat{n}) dy dx \int_{\text{Whole Detector}} \frac{1}{4\pi r^2} (\hat{r}, \hat{n}) ds \tag{1}$$

Where $\hat{n}$ the unit vector normal to detector, $\hat{r}$ the unit vector outward from the point source, and the element centers, or any other point for that matter, as the locations in localization calculations and $D$ is the diameter of each of PMT.

For any given source position, the positioning algorithm produces a specific output on photodetector elements; With a uniform grid of points as input source positions, we can scatter-plot the resulting warped grid. Note the slight attraction towards PMT centers, namely the pincushion effect.

As an illustration of detector elements, we assume this photodetector array consists of a 4×6 array of square PMTs (Figure 1). Unless stated otherwise, the scintillation photons are originated at a distance $h$ from the photodetector plane.

To investigate of finite scintillation photons, we reduce $N$ from infinity to a finite number. We further assume that exactly $N$ photons reach the photodetector – a deterministic fraction of $N$ determined solely by the solid angle at which it sees the detector. In reality, $N$ is a random variable about this mean value. Unlike previous cases, over repeated scintillation instances at
the same point, we will have, as positioning output, a cloud rather than a single point. We take the first step towards performance characterization by analytically deriving the statistical features of this cloud.

We designate the counts recorded by the PMTs at each scintillation instance as $C_{i_1, i_2, \ldots, i_{24}}$. At each instance $N$ photons are distributed among $C_i$; the underlying probabilities are also known, namely $I_i$; so $C$, the random column vector containing all $C_i$, follows a multinomial distribution (see Appendix I for complete proofs), and we have

$$E(C_i) = NI_i, \quad \text{Var}(C_i) = NI_i(1 - I_i), \quad \text{Cov}(C_i, C_j) = -NI_iI_j$$

We can arrange the positions of the PMT centers in a matrix

$$\mathbf{\Pi} = \begin{pmatrix} \rho_{1x} & \cdots & \rho_{ux} \\ \rho_{1y} & \cdots & \rho_{uy} \end{pmatrix}$$

in which $\rho_{ux}, \rho_{uy}$ are the $x,y$-coordinates of the $i$th tube, the output could be expressed as

$$\mathbf{R}_{(2x1)} = \frac{1}{N} \mathbf{\Pi C} \quad (4)$$

Note that $\mathbf{R}$ is a random vector too and we can write:

$$E(\mathbf{R}) = \frac{1}{N} \mathbf{\Pi} E(\mathbf{C}) \quad (5)$$

Thanks to the extra information we have about $C$ in (1), we know both $E(C)$ and $\text{Cov}(C)$ (See Note in Appendix I-I). For example $E(C)$ will be $NI$ in which $I$ is the column vector containing $I_i$, and $E(\mathbf{R})$ will therefore be identical to that in Part (C), meaning that non-linearity maps are not affected by $N$.

We can use the norm of the two diagonal elements of $\text{Cov}(\mathbf{C})$ as a feature representing the blurring intensity corresponding to each source position, and then construct “resolution” maps, along with non-linearity maps. We can finally use the following relationship to arrive at real FWHM values.

$$\text{FWHM} \equiv 2.35\sigma \quad (7)$$

### Anger method

As a sample application of the framework developed above, here we consider a generalized positioning scenario, in which the counts $C$ is the first put through non-linear conditioning before proceeding with common calculation,

$$R = \frac{1}{N} \mathbf{\Pi f(C)} \quad (8)$$

This could be the simple thresholding function that is commonly used in Anger logic to round off small values. The choice of the function largely affects the performance of the method. To characterize the performance, we have

$$E(\mathbf{R}) = \frac{1}{N} \mathbf{\Pi} E(\mathbf{f(C)}) \quad (9)$$

$$\text{Cov}(\mathbf{R}) = \frac{1}{N^2} \mathbf{\Pi} \text{Cov}(\mathbf{f(C)}) \mathbf{\Pi}^T \quad (10)$$

To construct $E(\mathbf{f(C)})$ and $\text{Cov}(\mathbf{f(C)})$ we need to construct their constituents, which through definition are

$$E(\mathbf{f(C)}_i) = \sum_{k=0}^{N} f(k) \text{PDF}_{(C_i)}(k) \quad (11)$$

$$\text{Var}(\mathbf{f(C)}_i) = \sum_{k=0}^{N} f^2(k) \text{PDF}_{(C_i)}(k) - E^2(\mathbf{f(C)}_i) \quad (12)$$

$$\text{Cov}(\mathbf{f(C)}_i, \mathbf{f(C)}_j) = \sum_{k=0}^{N} \sum_{l=0}^{N-k} f(k)f(l) \text{PDF}_{(C_i)}(k) \text{PDF}_{(C_j)}(l) - E(\mathbf{f(C)}_i) E(\mathbf{f(C)}_j) \quad (13)$$
Note that the information that was previously available in (2) is no longer of any help here, and the constituents need to be directly calculated. The marginal distributions PDF\(_{(C_i)}\) and JOINT\(_{(C_i,C_j)}\) of a multinomial distribution are known from statistics (see Appendix I-II for complete proofs).

It should be noted that (11)-(13) represent the general solution, and approximations may further be devised if desired. Also, as can be seen, calculations involve summations over factors that directly involve the number of photons \(N\). The Gaussian approximation to the multinomial distribution can be used at most of the instances, but not all, and therefore the required processing time still increases out of control with increasing \(N\). A smaller \(N = 85\) has therefore been used, believing it still can provide us with information about the system behavior.

Note that if \(f\) can be approximated by a linear function we would have used the Taylor approximations of \(E(f(C))\) and \(\text{Cov}(f(C))\) and bypassed equations (11)-(13). And finally, the function actually used here, normalized to \((0, 1)\), has been \(f(x) = \text{ramp}(x - 1/120)\), which is simply a slight variation of the identity function \(h(x) = x\); the actual domain is \((0, N)\).

CSE method

Here we consider another nonlinear positioning method in which the column and row sums are first obtained (not direct readings from detector elements), and then passed through nonlinear conditioning and plugged into (one-dimensional) com\(f\) that is called correlated signal enhancement (CSE) [13].

We introduce the vector \(\delta\) containing column and row sums of the acquired data. We use the simpler \(2 \times 3\) detector of Figure 2 for illustration. As can be seen, while \(C\) has \((2 \times 3)\) elements, \(\delta\) will have \((2 + 3)\).

In matrix form, in terms of \(C\), \(\delta\) would naturally be

\[
\delta = \begin{bmatrix}
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{bmatrix} C = \Theta C \tag{14}
\]

Looking at Figure 2, given that all PMTs in a row or column have the same \(\rho_y\) or \(\rho_x\) respectively, we can see that \(R\) may be constructed in terms of \(\delta\) as for example

\[
R = \frac{1}{N} \begin{bmatrix}
\rho_{yx} & \rho_{xz} & 0 & 0 & 0 \\
0 & \rho_{xy} & \rho_{ys} & \rho_{ys} & 0 \\
0 & 0 & \rho_{ys} & \rho_{ys} & 0
\end{bmatrix} \delta = \frac{1}{N} \Gamma \delta \tag{15}
\]

So we have successfully expressed \(R\) in terms of both the count values \(C\) and the columns and row sums \(\delta\) and \(R\) is the position of them. We add the nonlinear conditioning stage,

\[
R = \frac{1}{N} \Gamma g(\delta) \tag{16}
\]

\(g(\delta)\) is typically a nonlinear function thresholding both small and large values, markedly affecting the estimation performance. As before, we proceed to characterizing the performance by writing

\[
E(R) = \frac{1}{N} \Gamma E(g(\delta)) \tag{17}
\]

\[
\text{Cov}(R) = \frac{1}{N^2} \Gamma \text{Cov}(g(\delta)); \Gamma^T \tag{18}
\]

Again we use equations (11)-(13) except that here we also need to find PDF\(_{(\delta_i)}\) and JOINT\(_{((\delta_i, \delta_j))}\). There will be a bit of combinatorics involved here as opposed to the straightforward case in \(C\), outlined next.

It can be seen from (14) that \(\delta\) has two distinct parts, one corresponding to column sums and one to row sums. The two parts, each, are multinomial vectors according to the grouping property of a multinomial distribution (see Appendix I-III for complete proofs), with underlying probabilities in either part related through the same matrix \(\Theta\)

\[
J = \Theta \delta \tag{19}
\]

Then \(\delta = (\delta_1, ..., \delta_N)'\) also follows the multinomial distribution with probabilities \(J\) and number \(N\) (\(I\) is calculated by using of (1)).
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However, as a whole, \( \delta \) is not a multinomial vector; although with simple combinatorics to make adjustments, we can still use the multinomial vector properties. \( \delta_i \) in either part are part of multinomial distributions so their first marginal distributions would be straightforward:

\[
PDF(\delta_k) = \text{Binom} \left( \frac{k}{(N-k)} \right) \quad (20)
\]

The case for joint probabilities is a bit more complicated. If \( \delta_i \) and \( \delta_j \) correspond to two rows or two columns – and not a mixture – then the joint distribution will be that of the usual multinomial distribution (see Appendix I-II for complete proofs), namely (21). But when \( \delta_i \) and \( \delta_j \) correspond to a row and a column (like \( \delta_1 \) and \( \delta_5 \) in Figure 2) resulting in an intersection hereby indexed \( t \), then \( C_t \) needs to be accounted for separately, in the form of a summation over all possible values, namely (22).

\[
\text{JOINT} \left( \delta_{\{h, d, s \}} \right) = \begin{cases} \text{Multinom} \left( \frac{(h \cdot i)}{(\delta_i \cdot \delta_j)} \right) & (21) \\ \sum_{m=0}^{\min(k, l)} \text{Multinom} \left( \frac{(k-m)(i-l)(h-n)(s-o)}{((i-l)(j-h)(h-n)(s-o))} \right) & (22) \end{cases}
\]

The function actually used here, normalized to \((0, 1)\), has been \( g(x) = \text{ramp}(x * G(0.5, 8) - 1/100) \), in which \( G(\mu, \sigma^2) \) is the Gaussian function and the offset value \((1/100)\) determines the thresholding level. The function is again a slight variation of the identity function \( h(x) = x \), slightly saturating towards the end, additional to an offset. The actual domain is \((0, N)\). Note that we are still working with the detector of Figure 1.

The numeric model

We can evaluate our analytical model thus far by comparing it against the simple numeric realization of the experiment, exactly as described in the “introduction” section.

With an assumed point source, each radiated photon is introduced by two spatial angles that determine its direction in space. To constitute isotropy, the two angles must follow a special distribution, rather than simple uniform distribution. All Photon incidence coordinates on the detector are calculated, then counted, and finally fed into the com\{\} positioning operator to produce the first point in the output image. This is rerun until a well-populated cloud of points is available, whose expected value and covariance matrix, \( \mu \) and \( Q \), are then calculated using simple statistics.

The detector specification

In this study, we consider a detector with NaI(Tl) rectangular crystal with the size of 40×25 cm² area and 9.5 mm (3/8 inches) thickness attached to an 18-mm thick light-guide. The total area of the crystal covered by an array of PMT with different shape including square (76×76 mm²), hexagonal (with 76 mm diameter) and circular (with 76 mm diameter).

Non-zero crystal thickness

Consider the scenario with a point gamma source, perfect collimator (that only passes rays normal to it), and a crystal with non-zero thickness. The depth at which scintillations will happen will no longer be deterministic, and will follow the exponential distribution

\[
H(z) = \exp^{-\alpha z} \quad (23)
\]

inside the crystal, with \( z \) being the depth measured from the crystal surface, and \( \alpha \) the attenuation coefficient of NaI(Tl) crystal for 140 keV \((1.76 \text{ cm}^{-1})\). This scenario is a sample of a larger class of cases, in which a more thorough model of the system is required for proper analysis – one comprising more realistic versions of the source, collimator and crystal.

With \( c \) the crystal thickness, it is intuitive that the output image is expressible as

\[
\Lambda = \int_0^c H(z) G(z) dz \quad (24)
\]

Regarding evaluation with the numeric model, one modification needs to be made and that is the \( z \) coordinate of the source shall no longer be fixed, but has to be a random variable with the distribution \( H(z) \) bound to the crystal thickness.

Evaluation

We may use as an evaluation basis the fact that the three methods – the linear method along with the two nonlinear ones (eqs. (4), (9), (16)) – should yield the same result if the non-linear functions are set to \( f(x) = g(x) = x \). Note that this will not be trivial as the three methods involve radically different algorithms and calculations.

One issue that needs to be pointed out regarding the light media (crystal and light-tube) is that all lateral faces are assumed to be perfect absorbers and the top face – from which gamma rays enter – to be a perfect mirror. In all simulations thus far, whether there explicitly exist a crystal and light-tube or not, the reflection from where the mirror would be has been taken into account. This has been done by adding an imaginary source to the other side of the mirror, with
each of the two sources having half the number of photons, scintillating downwards only.

RESULTS

Due to symmetry, for any analysis of the camera we consider only a quarter of the detector, as highlighted in Figure 1. The constructed figures are composed of two rows. The top row contains scatter maps showing the positioning output for uniform grid inputs that were originally distributed over $x \in (0,2D)$ and $y \in (0,3D)$. The bottom row contains resolution maps showing the blurring intensity corresponding to each position evaluated over the same input grid. Blurring intensity is reported as FWHM in mm that obtained using (7), (12).

In the Figure 3, we considered the detector, as described in the section 0, with square PMTs and simple center of mass as the positioning method. The effect of dead-zones of every PMT (10 mm into the PMT from each side) was showed that in the Figure 3B compared to Figure 3A that we considered perfect PMT without any dead-zones. We showed that the effect of different size of PMTs on the scatter map and resolution in the Figure 4. Same as Figure 3, the simple center of mass method is applied to find the position of interaction.

The effect of different positioning method was showed in Figure 5. All of these simulations we considered the square PMTs with 76x76 mm$^2$ dimensions. The basic Anger method, nonlinear Anger method with thresholding and the CSE method are applied to find the position of interaction.

For comparison of analytical and numerical model, at a sample source position, say $(x_0, y_0, z_0) = (50.7, 50.7, 23.5)$, the analytical model makes the following prediction:

$$ E(R) = \begin{pmatrix} 42.3 \\ 45.7 \end{pmatrix}, \quad \text{Cov}(R) = \begin{pmatrix} 0.48 & 0.01 \\ 0.01 & 0.65 \end{pmatrix}. \quad (25) $$

On the numerical side, it is observed that the statistical estimations of the expected value ($\mu$) and covariance matrix ($Q$) approach the values in (25) as the number of points of the cloud is increased. Specifically, with around 2200 points, the averages in four consecutive runs equal those in (25) down to four decimal places. The same happens at any arbitrary source position, meaning that the above evaluation test is passed.

DISCUSSION

Starting with the first scatter map, Figure 3A, we can make some general observations. The grid is jammed near the edges. Grid rows and columns, albeit mainly incurved, exhibit variant spacing and consequently slight pincushion effect. As always the whole image is somewhat minimalized. In Figure 3B, the non-uniform PMT response introduces a distortion into the scatter map. Resolution is markedly deteriorated, less at PMT centers and more at borders, although the overall pattern remains unchanged. This is intuitive given the specific shape of the response used here. It should be noted we considered about 45% of the area of each PMT as the dead-zones; this amount is about 15% in reality but the exaggerated amount can help us to better present its effect on the resolution. In Figure 3C, the lower gain introduces a swelling in the scatter map, again obvious because, when the PMT is involved with less weight in the center of mass calculation, outputs are more readily drawn to neighboring centers. As for the resolution map, except for a local deterioration over the troubled PMT, the resolution has remained largely unaffected. In Figure 3D, addition of crystal thickness and attenuation appears to have negligible effect on the scatter map. It is compatible to reality because the effect of DOI in gamma rays with energy less than 400 keV, are commonly used in the gamma camera, is negligible [14-17]. In the resolution map, shadow-like artefacts appear, and the worst-resolution sites are slightly displaced from PMT borders. Note that scintillations happen at the “expected depth” in Figure 3A, and in their real “extended dimensions” in Figure 3D. Note that the expected depth means free path of 140 keV in the NaI(Tl) crystal that is 3.98 mm.

In Figure 4, we present how the PMT shape can affect both linearity and resolution. The basic positioning method was applied in all of simulations in Figure 4. The worst resolution among all of shape of PMTs belongs to square PMTs, as show in Figure 4A to C. The main hypothesis in basic positioning method (or Anger) is that the distance from the center of one PMT to the center of neighboring PMTs should be the same in all directions. This assumption is not met in the square PMTs because of the four PMTs touching the sides of the center PMT are significantly closer than the four touching the corners only.

In Figure 4B, PMT centers are no longer aligned and attraction towards centers translates to curved distortions. There is fringing near the edges, following centers of the outermost PMTs. The hexagonal configuration has resulted in considerable enhancement of resolution. In Figure 4C, there is slightly worse distortion (more attraction towards centers, and naturally fringing) and slightly enhanced resolution.

As we expected, the square PMTs introduces the best quality of scatter map near the edges. In Figure 4D, source further away results in much better uniformity and less edge fringing, in exchange for increased minimalisation and a completely undermined resolution.
Fig 3. One quarter of the detector in Fig 1. TOP Scatter-maps showing the positioning output for uniform grid inputs. BOTTOM Resolution maps showing the blurring intensity corresponding to each position, in mm FWHM. [A] The basic case, [B] PMTs have dead-zones near their boundaries, [C] one PMT has half unit gain, [D] the crystal has non-zero thickness.

Fig 4. The scatter maps and FWHM using simple center of mass as positioning method and using different shape of PMTs including [A] Square, [B] Hexagonal, [C] Circular and [D] the source is moved away to 4/3 the default.
**CONCLUSION**

Since the rectangular shape of the scintillation crystal is the most compatible geometry considering the contour of human body, we showed that the square PMT is the best design demonstrating better image quality specially near the edge of the detector. Another advantage of square PMTs is the minimization of required PMT number to cover the crystal area. Also, we showed that the Anger method cannot work properly in case of using square PMT. We applied two nonlinear positioning methods to improve the linearity and resolution using square PMT. The CSE method resulted in considerable enhancement of resolution at the same time significant reduction of distortion.

In this study, we showed that the gamma camera with rectangular crystal equipped with an array of square PMTs applying the CSE method can be adequate design specially in the applications of the SPECT imaging. It should be noted that the gamma camera with the presented design has been developed and assessed its image quality for practice according to NEMA standard [18].
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Appendix I: The multinomial distribution
If a given trial (e.g. landing of a single photon on the detector) can result in the $k$ outcomes $O_1, O_2, ..., O_k$ with probabilities $I_1, I_2, ..., I_k$, then the probability distribution of the random variables $C_1, C_2, ..., C_k$ representing the number of occurrences for $O_1, O_2, ..., O_k$ in $N$ independent trials is

$$ \text{Multinom}(\mathbf{c}; \mathbf{i}, \mathbf{l}, I_k) = \binom{N}{c_1, c_2, ..., c_k} I_1^{c_1} I_2^{c_2} ... I_k^{c_k} $$

where

$$ \sum_{i=1}^k c_i = N, \quad \sum_{i=1}^k I_i = 1. $$

I. Moments: For the random vector $\mathbf{C}$ following the multinomial distribution with underlying probabilities arranged in vector $\mathbf{I}$ and number of experiments $N$, we know

$$ E(C_i) = NI_i, \quad \text{Var}(C_i) = NI_i(1-I_i), \quad \text{Cov}(C_i, C_j) = -NI_i I_j. $$

Using these values we can construct the moments $E(\mathbf{C})$ and $\text{Cov}(\mathbf{C})$. Note that the covariance matrix of the vector $\mathbf{C}(k \times 1)$ is the symmetrical matrix $\mathbf{M}(k \times k)$ whose diagonal and non-diagonal elements are

$$ M_{ii} = \text{Var}(C_i) \quad \text{and} \quad M_{ij} = \text{Cov}(C_i, C_j). $$

II. Marginal distributions:

$$ \text{PDF}(\mathbf{c}|\mathbf{i}) = \binom{N}{c_1, c_2, ..., c_k} I_1^{c_1} I_2^{c_2} ... I_k^{c_k} $$

$$ \text{JOINT}_{\mathbf{C}, \mathbf{I}}(\mathbf{c}, \mathbf{i}) = \text{Multinom}(\mathbf{c}; \mathbf{i}) $$

III. Grouping property: The multinomial distribution is preserved when the counting variables are combined. Specifically, suppose that $(A_1, ..., A_k)$ is a partition of the index set $(1, ..., k)$ into nonempty subsets. For $j \in (l_1, ..., l_k)$ let

$$ \delta_j = \sum_{i \in j} c_i, \quad J_j = \sum_{i \in j} l_i $$

then $\mathbf{d} = (\delta_1, ..., \delta_j)'$ also follows the multinomial distribution with probabilities $\mathbf{f}$ and number $N$
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