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The advent of fast scintillators yielding great light yield and/or stopping power, along with advances in

photomultiplier tubes and electronics, have rekindled interest in time-of-flight (TOF) PET. Because the

potential performance improvements offered by TOF PET are substantial, efforts to improve PET timing

should prove very fruitful. In this study, we performed Monte Carlo simulations to explore what gains

in PET performance could be achieved if the coincidence resolving time (CRT) in the LYSO-based PET

component of Discovery RX PET/CT scanner were improved. For this purpose, the GATE Monte Carlo

package was utilized, providing the ability to model and characterize various physical phenomena in

PET imaging. For the present investigation, count rate performance and signal to noise ratio (SNR)

values in different activity concentrations were simulated for different coincidence timing windows of

4, 5.85, 6, 6.5, 8, 10 and 12 ns and with different CRTs of 100–900 ps FWHM involving 50 ps FWHM

increments using the NEMA scatter phantom. Strong evidence supporting robustness of the simulations

was found as observed in the good agreement between measured and simulated data for the cases of

estimating axial sensitivity, axial and transaxial detection position, gamma non-collinearity angle

distribution and positron annihilation distance. In the non-TOF context, the results show that the

random event rate can be reduced by using narrower coincidence timing window widths, demonstrat-

ing considerable enhancements in the peak noise equivalent count rate (NECR) performance. The peak

NECR had increased by �50% when utilizing the coincidence window width of 4 ns. At the same time,

utilization of TOF information resulted in improved NECR and SNR with the dramatic reduction of

random coincidences as a function of CRT. For example, with CRT of 500 ps FWHM, a factor of

2.3 reduction in random rates, factor of 1.5 increase in NECR and factor of 2.1 improvement in SNR is

achievable. The results of this study show that in addition to the high sensitivity of Discovery RX PET/CT

scanner, the implementation of TOF with proper CRT can efficiently improve the image quality in this

scanner. Having successfully simulated the DRX scanner and utilization of TOF information, our

research goal is to use the Monte Carlo simulation technique to arrive at powerful, accurate and feasible

reconstruction algorithms.

& 2011 Elsevier B.V. All rights reserved.
1. Introduction

Positron Emission Tomography is a functional medical imaging
modality that utilizes coincidence detection of collinear annihilation
photons to reconstruct a quantitative image of the in vivo radio-
tracer distribution. Like most imaging modalities, PET is limited by
ll rights reserved.
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statistical noise. By accurately measuring the arrival time of the two
511 keV positron annihilation photons in the ring of detectors that
surrounds the patient, the location at which the positron has
annihilated can be constrained. This technique is known as time-
of-flight (TOF) PET [1]. Straightforward theoretical considerations
predict that the statistical noise variance in PET images can be
reduced by using TOF information [2,3]. This reduction can be
obtained by improving the CRT, and so would be achievable in
clinical, whole-body studies using PET systems that differ little from
existing cameras. TOF PET was first studied in the 1980s [4–6], but
gradually faded away, as it was not possible at the time to achieve
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sufficient CRT without sacrificing other important PET performance
aspects, such as spatial resolution and efficiency. With the advent of
fast scintillators with greater light yield and/or stopping power,
along with advances in photomultiplier tubes and electronics,
interest in TOF PET has been rekindled [2].

The key advance that prompted re-evaluation of TOF PET was
the development of new scintillator materials. One such material
amongst the cerium-doped oxyorthosilicate PET scintillators,
which is very prevalently utilized nowadays in PET scanners, is
lutetium yttrium orthosilicate (LYSOl). This scintillator possesses
excellent characteristics for detecting 511-keV photons in PET:
The effective atomic number is 65; the density is 7.1 g/cm3, and
the attenuation coefficient is 0.83 cm�1 at 511 keV; the scintilla-
tion decay time is 42 ns and it has a light yield that is similar to
that of LSO [7]. It should be mentioned that the values of these
properties depend on the relative yttrium content.

There have been several studies investigating the benefits of
TOF for clinical PET [8–12]. A clear correlation between patient
body mass index and gain in SNR was observed with a gain due to
TOF ranging from 1.1 to 1.8, which is consistent with the 590-ps
time resolution of the TOF PET scanner [8]. TOF PET provides a
significant improvement in observer performance for detecting
focal warm lesions in a noisy background and staging disease for
various patient sizes and count levels [9]. This implies that TOF
can be beneficial in situations where few counts are collected, e.g.,
dynamic imaging, respiratory gating and imaging with non-pure
positron emitters. Utilization of the TOF information may result in
improved image quality in most of the parameters used for the
assessment, particularly resolution of image detail, definition of
small lesions and image uniformity [9–11]. It is important to note
that incorporating TOF information within the reconstruction will
especially benefit heavy patients [12]. TOF PET scanners can now
be designed to have all the desirable features and high perfor-
mance of non-TOF scanners with the added benefits of the TOF
image improvements [13].

The aim of this study was to predict what gains in PET
performance could be achieved if the CRT in the LYSO-based PET
component of Discovery RX PET/CT scanner [14] were improved.
In TOF performance evaluation, we clearly show that the com-
monly used equation for estimating SNR gain due to TOF is not a
realistic approximation since it is assumed that the variance
contributions due to true, scatter and random coincidences
decrease by the same factor and that NECR terms for TOF and
conventional images are the same. Although NECR is a raw data
quality metric that does not take into account the impact of
reconstruction algorithms on image quality, but as being directly
proportional to the square of the signal to noise ratio of the
acquired data in both 2-D and 3-D acquisition modes, as well as
for the different activity distributions, it has been used as a
surrogate metric for image quality over the last 2 decades [15–20].

For this purpose, a GATE Monte Carlo model for the simulation
of the scanner was validated and an accurate model for further
research regarding the time of flight benefits was achieved [21].
The assessment was conducted by Monte Carlo simulations after
accurate validation of the simulations through comparisons with
measured data.
2. Methods and materials

2.1. Monte Carlo simulation

Full scanner simulation is based on the GATE (Geant4 Applica-
tion for Tomographic Emission) toolkit which is developed and
maintained by the Open-GATE collaboration [22]. The GATE
Monte Carlo package is designed to simulate PET and SPECT
systems and define all the simulation parameters including
complex detector, phantom and source distribution geometry
modeling (e.g. [23–28]).GATE uses combinations of simple shapes
(e.g., boxes, spheres and cylinders), as defined in GEANT4 to
generate complex geometric structures [29]. The software’s lim-
itations with regard to generating adequately complex shapes are
well within the tolerance and design of these scanners [21]. GATE
has the ability to convert photon interactions into counts in a
manner analogous to that of a real scanner’s detectors and
electronics. This is accomplished in GATE by a series of signal
processing chains, namely the digitizer. Several functions are
grouped in the digitizer to simulate the behavior of the scanner’s
detectors (i.e. build physical observables from the hits, model
readout schemes and trigger logics), each of them is represented
by a module. Each module of the digitizer mimics a separate
portion of a real scanner behavior. The crystal quantum efficiency
(QE), crystal blurring, thresholder, upholder, deadtime and other
electronics delay are defined in this module. To mimics the effect
of limited transfer rate, a module allows to simulate the data loss
due to an overflow of a memory buffer, limited bandwidth of
wires or buffer capacities of the I/O interfaces.

We should stress here that as we did not access to detailed
information of electronic system of DRX, so we estimated those
values by choosing the ones that minimized the relative differ-
ence in the simulated and measured sensitivity. Furthermore, the
phenomena within a real detector-signal processing chain includ-
ing block non-uniform energy resolutions, light spread and
leakage, PMT and optical coupling efficiencies and finally the
patient bed were not modeled in the simulation.
2.2. Discovery RX PET/CT scanner

The Discovery RX (GE Healthcare Technologies, Waukesha, WI,
USA) PET/CT scanner [14] uses LYSO scintillators. It uses
4.2�6.3�30 mm3 LYSO crystals grouped in 9�6 blocks. There
are 24 rings with 630 crystals per ring for a grand total of 15,120
crystals and the ring diameter is 88.6 cm. The transaxial and axial
fields of view are 70 and 15.7 cm, respectively. The scanner has
retractable septa and can operate in both 2-dimensional (2D) and
3-dimensional (3D) modes. The coincident window width is
5.85 ns and the energy window is 425–650 keV. The canner has
transaxial resolution of 4.8 mm at 1 cm in both 2D and 3D mode.
2.3. Model description

In this section the simulated model (geometry and signal
processing) are described in detail.
2.3.1. Geometry

In accordance with the real scanner, our three-dimensional
PET simulation model of the scanner consists of 15,120 detectors
grouped into blocks, which are grouped into modules. The
scanner has 35 detector modules arranged in a ring. Each of these
modules is comprised of eight detector blocks which in turn
contain 54 crystals each. This arrangement consists of 24 detec-
tion rings, each one with 630 crystals, for a grand total of 15,120
crystals.

The dimensions of the individual crystals were 4.2 mm trans-
axial, 6.3 mm axial and 30 mm radial. The shielding and packing
materials within the detector blocks and the shielding surround-
ing the scanner rings are also accounted for in the model. The
phantoms are modeled separately using the dimensions and
tolerances as described in the published NEMA standards [30].
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2.3.2. Signal processing

The data collection system within GATE enables the modeling
of the signal processing chain that is analogous to that of a real
PET scanner. GATE also has the ability to convert photon interac-
tions into counts in a manner analogous to that of a real scanner’s
detectors and electronics. This is accomplished in GATE by a
series of signal processing routines known collectively as the
digitizer. A sequence of digitizer modules to simulate the com-
plete signal processing chain was used in the simulation (Fig. 1).

This sequence began with the Adder module which integrates
the energy deposition of a particle interacting within a single
crystal.

Next, the Readout module integrates the results from the
Adder module within a block of crystals to create a pulse. Then
a Blurring module applies a detection efficiency factor. Next, a
Deadtime module is inserted to create deadtime at the Block level
that is triggered by the pulses within a block. Following this,
another deadtime module is applied at the Module level of the
scanner to account for the multiplexor processing of the single
events. An energy-window discriminator is then applied via the
Thresholder and Upholder modules. Finally, the remaining pulses
are sorted by the Coincidence module.

2.4. Simulation setup

As specified by NEMA, six concentric aluminum tubes all
700 mm in length were used to detect camera sensitivity. A line
source with 16 MBq of 18 F was placed in the innermost tube, a
fillable polyethylene tube with inside diameter of 1 mm and
outside diameter of 3 mm. The scatter fraction (SF) and counting
rate measurements were performed using the NEMA scatter
phantom (the 70 cm in length cylindrical tube with outside
diameter of 20.3 cm and a 6.4 mm hole size at offset distance of
4.5 cm). The 80 cm line source is placed in the hole with different
activity of 220 MBq–1 GBq. In all the simulations the acquisition
time of 10 s was selected. After accurate modeling of the scanner’s
geometry into the code the simulation setup were as follows.

A 14% mean energy resolution was applied to all crystals at the
energy reference of 511 keV. Also two non paralyzable dead
times, a 150 ns deadtime for the singles at the Block level
followed by a 75 ns deadtime for the coincidence count rate were
used. Once the coincidences were formed, some treatment should
be applied on to reproduce sources of count loss that may occur
because of the acquisition limitations. Thus, a memory buffer of
32 coincidences, in an event by event basis was applied. The
mentioned buffer satisfactorily matches the count rates in experi-
mental results at higher activities. In order to explore what gains
in PET performance could be achieved if the CRT were improved,
count rate performance, NECR curves and SNR values were
obtained in different activity concentrations for varying coinci-
dence timing windows of 4, 5.85, 6, 6.5, 8, 10 and 12 ns and with
different CRTs of 100–900 ps FWHM with 50 ps FWHM incre-
ments using the NEMA scatter phantom. It should be mentioned
the lower limit of 100 ps FWHM, has recently been demonstrated
in a lab-scale setup using the new scintillator LaBr3:Ce and a few
Fig. 1. Signal processing chain simulated by GATE used to convert the particle

interactions into coincidence counts.
recent publications on new scintillators, light sensors and timing
methods provide some hope that the studied CRTs could actually
be achieved in a realistic PET system [31–34].

The code was validated via comparison with measured data for
NEMA measurements [30] of the Discovery RX scanner published
by Kemp et al. [14].
2.5. TOF performance evaluation

Brownell [35] and Strother [15] related the SNR in the
conventional (or non-TOF) PET image to the square root of the
noise equivalent count rate (NECR)

SNR¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
NECR
p

¼ const� n�1=2 T2

ðTþSþRÞ

� �1=2

ð1Þ

where T, S and R are the true, scatter and random coincidence
count rates, respectively, and n is the number of image elements
contributing to a projection of the sinogram. In the case of a
uniform distribution of activity in a cylindrical of diameter D, and
where d is the size of the image element, n¼D/d. The word ‘‘const’’
relates to the geometry modification and the duration of the
acquisition. The expression between the brackets is commonly
referred to as NECR, thus, any reference to NECR throughout the
rest of this study, would be the same. In the literature, it is
assumed that the NECR term for SNR in TOF images is the same as
for conventional images. If we assume so, the SNR expressions for
TOF and conventional images differ only for the value of n. It
should be mentioned that Eq. (1) assumes a uniform distribution
of activity in a uniform object and further modification is neces-
sary for other distributions of activity. Since in our study, the SNR
gain due to TOF is discussed, the constant in Eq. (1) has no effect
on the upcoming results. Thus, SNR improvement has been
estimated as proportional to the square root of D/Dx, where D is
the radial dimension of the object to be imaged, and Dx is the
spatial uncertainty associated with the CRT of the scanner

SNRTOFffi

ffiffiffiffiffiffiffiffiffiffiffiffi
D=Dx

q
SNRconv ð2Þ

Such gain is higher for systems with better CRT, and for bigger
objects. Although Eq. (2) is commonly used to estimate SNR gain
due to TOF, since it is assumed that the variance contribution due
to true, scatter and random coincidences decrease by the same
factor, it is not a realistic approximation [2].

Conti proposed a simple variation of Eq. (2) as a function of
random fraction [36]

SNRTOF-Contiffi

ffiffiffiffiffiffi
D

Dx

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TþSþbR

TþSþb2R

s
SNRconv ð3Þ

or, in terms of the random fraction Rf¼R/(TþS),

SNRTOF-Contiffi

ffiffiffiffiffiffi
D

Dx

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þbRf

1þb2Rf

s
SNRconv ð4Þ

where b¼D=DFOV (patient size over scanner FOV diameter). DFOV

is defined by the coincidence time window (DFOV ¼ ctw=2).
Since there is a very weak dependence of SNR gain on scatter

fraction [37], Eq. (4) corresponds to a more precise estimate of the
SNR gain using TOF, and for a given patient size, it is a function of
the random fraction. Eq. (4) converges to Eq. (2) at low random
fraction values.

For SNR due to TOF calculation, we use Eq. (2), but this time,
we do not assume that the NECR term in (1) is the same for TOF
and non-TOF. In fact, in this study, we clearly show that NECR
terms for TOF and non-TOF images are not the same. As such, TOF
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SNR gain is calculated via:

SNRTOF=SNRnon-TOFffi

ffiffiffiffiffiffiffiffiffiffiffiffi
D=Dx

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NECRTOF

NECRnon-TOF

s
ð5Þ

By using the same formula, NECRnon-TOF and NECRTOF are
measured separately in the simulated absence and presence of
TOF, respectively. We also compare the TOF SNR gain results of
GATE simulation with those achieved through the model pro-
posed by Conti [36], and hypothesize that with increasing random
fractions, the measured gain in (5) will also increase, as predicted
by the Conti’s model.
Fig. 3. (a) The DRX transaxial detection position in x–y plane. (b) The DRX axial

detection position. The histogram drops in inactive areas.
3. Results

3.1. Overall robustness verification

While the GATE Monte Carlo package has been extensively
validated, we performed overall robustness checks for the code
for the cases of estimating axial sensitivity (3D), axial and
transaxial detection position, gamma non-collinearity angle dis-
tribution (deg.) and positron annihilation distance (mm).

Fig. 2 illustrates the simulated axial sensitivity (3D) of the
Discovery RX (DRX) scanner. The 3D sensitivity is not uniformly
distributed axially and falls off rapidly as one approaches the
edges of the axial FOV.

Fig. 3a shows the transaxial detection position which is a 2D
histogram of the X and Y coordinates of the annihilation photons
in the DRX detector rings. The distribution of detection is
completely homogeneous.

The DRX axial detection position is shown in Fig. 3b. It is a 1D
histogram of the Z coordinate of detected annihilation photons. It
illustrates the behavior of the detectors in axial direction. The
histogram drops in inactive areas.

Finally, positron annihilation distance was characterized, as
shown in Fig. 4 depicting the number of 18 F positrons as a
function of their annihilation distance. Most of the positrons
annihilate in distances less than 0.5 mm while a few annihilate
in distances more than 1 mm.

3.2. Validation by comparison

The results are compared to published data from Kemp et al.
[14] for the sensitivity, scatter fraction and count rates. A
comparison of the sensitivity of the GATE simulation to experi-
mental values is presented in Table 1. The third column lists the
Fig. 2. The simulated DRX sensitivity as a function of axial position. It is obtained

by applying a 5.85 ns timing window and a 425–650 keV energy window.

Fig. 4. Positron annihilation distance for 18 F. The result is in good agreement

with experimental value.
results when a 92.5% crystal detection efficiency is applied to
individual events within the blocks in the digitizer. This efficiency
is set using setCrystalQE within the GATE module and represents
the efficiency for detection of scintillation photons after they are
generated in the crystals (incorporating (i) the fraction of



Table 1
Comparison of 3D sensitivity measurements between the GE Discovery RX PET

scanner and the GATE simulation with efficiency corrections.

Radial position
(cm)

Published data [8]

(cps/kBq)
GATE with efficiency
corrections (cps/kBq)

R0¼0 7.30 7.36

R10¼10 7.54 7.55

Ratio R0/R10 0.968 0.974

Table 2
Comparison of 3D scatter fraction measurements between the GE Discovery RX

PET scanner and the GATE simulation.

Activity (kBq/ml) 10 15 21.7 22.5

GATE simulation data (%) 33.1 32.1 32.6 32.5

Published data [8] (%) 34.5 36 37.9 38

Relative difference (%) 4 10.8 14 14.5
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generated scintillation photons that make it to PMT photo-
cathode, and (ii) the efficiency by which the incident light is
converted to a detected signal by the PMT). This efficiency was
varied as a free parameter until the best agreement with experi-
mental results was obtained. The mentioned QE of 92.5% can
satisfactorily match the sensitivity in experimental results.

Table 2, shows a comparison of the scatter fraction results of
the GATE simulations to the measured data for different activity
concentrations. The simulated scatter fractions are very close to
the measured value (within 4–14%). The difference between the
two experimental data points for the 425–650 keV energy win-
dows is also about 4%.

The count rate performance for trues, randoms, and noise
equivalent counts without randoms subtraction are shown in
Figs. 5 and 6 for different time coincidence windows. In Fig. 5, the
random event rates were divided by a factor of 5 to enable both
rates to be displayed in one place.

The simulated peak true count rate was 465.2 kcps occurring
at 32.5 kBq/ml and the simulated peak NECR was 124.1 kcps at
22.8 kBq/ml, respectively, for the measured coincidence window
of 6.5 ns.

The experimental peak true count rate of 453.6 kcps at an
effective activity concentration of 30.8 kBq/ml were matched by
the simulated results to within 2.5% and 5.5%, respectively. The
measured count rate curves also resulted in a peak NECR of
117.7 kcps at 21.7 kBq/ml. The peak NECR and the related activity
concentration values obtained using the GATE simulations were
within 5.4% and 5% of published data, respectively.

3.3. Evaluation of electronic improvement and TOF performance

For various hardware coincidence windows, Figs. 5 and 6 plots
the random and true rates and NECR for the NEMA 2001 scatter
phantom in a 3-D mode as a function of activity concentrations.
The data in these figures have been obtained without utilization
of TOF information. It is clearly seen that the randoms rates are
increasingly reduced with improving coincidence window widths.
It is also seen that true event rates at lower activity concentra-
tions, as expected, were not affected by varying the coincidence
window widths. However, at higher activity concentrations, true
rates were slightly increased for shorter coincidence windows,
attributed to the maximum total event rate of the coincidence
processor and limited bandwidth of wires or buffer capacities
of the I/O interfaces. In Fig. 6 important improvements are
noticeable as assessed via the NECR concept. The peak NECR
had increased by �50% when utilizing the smaller coincidence
window width.

For exploring the achievable gains in the scanner performance,
the time coincidence window was set with the practically used
value in the DRX scanner in clinic, 4 ns, in various activities and
CRTs. Fig. 7 shows NECR values as a function of activity concen-
trations for varying CRTs within the TOF context. These values
were obtained for a 4 ns total coincidence window. Also the
NECR for a non-TOF scanner was plotted. Major improvements
can be realized merely by improving the CRT. The improved
NECR performance for CRTs less than 500 ps FWHM is especially
noticeable.

A comparison of the TOF SNR gain results of the GATE
simulations to those of the Conti’s model [36] is reported in
Table 3. The values were obtained for different activities and CRTs
of 300 and 500 ps FWHM, which seems to be possible with
current technology, based on a 4 ns total coincidence window
with NEMA 2001 scatter and count rate measurement phantom
as the object. As can be observed, the TOF SNR gain increases with
increasing random fractions in very good agreement with Conti’s
model, an effect not predicted by the conventional model. The
relative differences were calculated as the percentage difference
relative to the mean.

Table 4 summarizes the potential benefits that could be
achieved if the CRT in the Discovery RX PET/CT scanner were to
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be improved. It should be noted that the calculations in Table 4
are based on a 4 ns total coincidence window with NEMA 2001
scatter and count rate measurement phantom as the object.
4. Discussion

TOF PET was extensively studied in the 1980s and eventually
discarded, as other performance tradeoffs imposed by the CsF and
BaF scintillator then used for TOF PET outweighed the advantages.
The new scintillators (e.g. LYSO) have the potential to give the
advantages of TOF without the disadvantages. The Discovery RX
PET/CT scanner uses LYSO scintillators yet because of the electro-
nics, TOF remains to be implemented in this scanner. Because the
potential performance improvements offered by TOF PET are
substantial, in this study, we performed Monte Carlo simulations
to explore achievable gains in PET performance when the CRT is
improved.

In Fig. 2, the increase in 3D sensitivity is due to the increase in
the effective geometrical solid angle covered by the scanner. In 3D
mode, as the increase in the number of LORs depends on the
number of crystal rings, there is a much stronger variation in
sensitivity, which peaks in the center of the axial FOV.
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The values were obtained for a 4 ns coincidence window.

Table 3
TOF SNR gains as the results of GATE simulations and proposed model by Conti. The

calculated as the percentage difference relative to the mean.

Activity (kBq/ml) TþS (kcps) Random fraction
(Rf)

Coincidence resol
time (FWHM) (ps)

10 281 0.25 300

500

15 414 0.35 300

500

21.7 555 0.58 300

500

22.5 564 0.6 300

500

30.8 734 0.92 300

500

35 692 1.09 300

500
The homogeneity of the distribution in Fig. 3a shows the
isotropic radiations besides the uniformity of detection. Behavior
of the detectors in axial direction is shown in Fig. 3b. As a matter
of fact, the DRX has 4 modules of crystals in the axial direction
and therefore 3 layers of packing material has been used between
them, thus no counts should be detected in those inactive areas.
However, due to the scatter and the LOR mispositioning, the axial
position of the corresponding LORs is improperly histogrammed
in those areas. It should be noted that the weighted average
positioning in the block is the main cause of LOR mispositioning.

The distribution of 18F positron annihilation distances is
shown in the Fig. 4. The distribution obtained is cusp-shaped
with long tails rather than Gaussian shaped, which is in good
agreement with published measure data by Sánchez-Crespo et al.
[38]. The simulated positron range distribution has a maximum
value at the zero distance and 0.3 mm FWHM in comparison with
the measured 0.19 mm FWHM for soft tissues [38].

As Fig. 7 clearly shows, the NECR curve for TOF is not the same
as for non-TOF. Thus, the traditional approximation of SNR
improvement due to TOF is not realistic and Eq. (2) is an under-
estimation of the actual SNR gain we can actually achieve with
TOF. From the data reported in Table 3, SNR TOF gain increases
with the random fraction and improved CRT, in a perfect agree-
ment with the modified traditional estimate for SNR gain which
accounts the effect of randoms in TOF PET. In higher activities, the
relative difference increase between the results of the GATE
simulation and the Conti’s model is attributed to the saturation
of randoms due to an overflow of a memory buffer and/or limited
values were obtained for a 4 ns coincidence window. The relative difference is

ving TOF SNR gain

GATE simulation
Eq. (5)

Conti’s model [26]

Eq. (4)

Relative difference
(%)

2.36 2.18 7.9

1.82 1.69 7.4

2.38 2.20 7.9

1.82 1.71 6.2

2.73 2.25 19.3

2.09 1.74 18.3

2.75 2.25 20

2.11 1.75 18.7

2.86 2.3 21.7

2.17 1.79 19.2

2.92 2.34 22.1

2.18 1.82 18

Table 4
Predicted benefits as a function of coincidence resolving time in LYSO-based

Discovery RX PET/CT scanner when using 4 ns coincidence window.

Coincidence resolving time Performance gain

500 ps FWHM Factor of 2.2–2.3 reduction in random rates

Factor of 1.48 increase in NECR

Factor of 2–2.1 improvement in SNR

300 ps FWHM Factor of 2.6 reduction in random rates

Factor of 1.6 increase in NECR.

Factor of 2.7–2.9 improvement in SNR

100 ps FWHM Factor of 2.7 reduction in random rates.

Factor of 1.75 increase in NECR.

Factor of 3.5 improvement in SNR
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bandwidth of wires or buffer capacities of the I/O interfaces that
decrease the role of randoms in the model. Also, Conti’s model is
not fully validated for different phantoms and activities, and as
our Monte Carlo based simulation results include each particles’
trajectory and arrival time, we can expect better TOF SNR gains
than those achieved by the Conti’s analytical model in higher
activities.

If the CRT in Discovery RX PET/CT scanner can be improved,
significant improvements can be realized which are summarized
in Table 4. For example, with CRTs of 500 ps FWHM, deemed
possible with current technology, a factor of 2.3 reduction in
random rates, factor of 1.5 increase in NECR and factor of
2.1 improvement in SNR are achievable. In other words, the
results of this study show that in addition to the present high
sensitivity of Discovery RX PET/CT scanner, the implementation of
TOF with proper CRT can efficiently further improve the image
quality statistics in this scanner (Table 4).
5. Conclusion

The development of fast scintillator such as LSO and LYSO has
already provided PET cameras with improved performance char-
acteristics. However, the excellent timing properties have not yet
been fully exploited in PET. If the CRT in Discovery RX PET/CT
scanner can be improved, the implementation of TOF with proper
CRT can efficiently improve the image quality in this scanner. It
appears that the investigation of TOF PET should prove very
fruitful for the particular scanner studied in this work, and more
generally, for a large range of PET scanners using the new
technology. Having successfully simulated the DRX scanner and
utilization of TOF information, our research goal is to use the
Monte Carlo simulation technique to arrive at powerful, accurate
and feasible reconstruction algorithms.
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