Objective  Uptake value in quantitative PET imaging is biased due to the presence of CT contrast agents when using CT-based attenuation correction. Our aim was to examine spectral CT imaging to suppress inaccuracy of 511 keV attenuation map in the presence of multiple nanoparticulate contrast agents.

Methods  Using a simulation study we examined an image-based K-edge ratio method, in which two images acquired from energy windows located above and below the K-edge energy are divided by one another, to identify the exact location of all contrast agents. Multiple computerized phantom studies were conducted using a variety of NP contrast agents with different concentrations. The performance of the proposed methodology was compared to conventional single-kVp and dual-kVp methods using wide range of contrast agents with varying concentrations.

Results  The results demonstrate that both single-kVp and dual-kVp energy mapping approaches produce inaccurate attenuation maps at 511 keV in the presence of multiple simultaneous contrast agents. In contrast, the proposed method is capable of handling multiple simultaneous contrast agents, thus allowing suppression of 511 keV attenuation map inaccuracy.

Conclusion  Attenuation map produced by spectral CT clearly outperforms conventional single-kVp and dual-kVp approaches in the generation of accurate attenuation maps in the presence of multiple contrast agents.
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Introduction

The quantitative accuracy of PET images when using CT-based attenuation correction (CTAC) might be compromised in some cases. For instance, CT contrast agents with high atomic numbers, used for enhancing CT images, pose noticeable challenges in the context of CTAC, usually leading to visible artifacts and overestimated PET tracer uptake and inaccurate quantitative PET images [1, 2]. Meanwhile, nanoparticulate (NP) CT contrast agents with high atomic numbers, such as bismuth [3, 4], gold [5–7], platinum [8], tungsten [9], tantalum [10], hafnium [11, 12], lutetium [13], ytterbium [14], erbium [15], and gadolinium [16], have received considerable attention in recent years owing to their higher diagnostic efficacy compared to current contrast agents [17]. The availability of such NP contrast agents opens up unique opportunities for molecular CT imaging, and furthermore, offers the possibility to explore the use of several contrast agents simultaneously to increase the efficiency of diagnostic procedures in a single scan [6,7,17,18]. However, the lack of proper discrimination of contrast agents from bone tissue can lead to noticeable artifacts, [19–22] and upward bias [1] in SUV values via the CTAC procedure. This occurs because contrast agent regions are mistakenly segmented as bone and then mapped accordingly from the CT energy to PET energy [23]. Consequently, to obtain accurate quantitative PET images, resolving the problem of correct differentiation of contrast agent before the energy mapping procedure is of very high importance [24]. However, most energy mapping algorithms based on single-energy(single-kVp) CT exhibit some level of uncertainty in mapping of contrast agent regions [25,26].

To improve the capability of material differentiation, Spectral CT was introduced: the preliminary concept, in which the X-ray spectrum was subdivided into two energy bins, was proposed by Alvarez and Macovski [27], and subsequently dual-kVp CT based on scanning at two different X-ray spectra was proposed by Lehmann et al. [28]. The latter concept has been improved upon in recent years as dual-source [29], fast kVp switching [30], and dual-layer detector [31] CT systems. Multi-energy CT with energy-sensitive detection systems has been under active investigation in recent years [32–42]. Unlike current clinical CT detectors (single-kVp or dual-kVp), which normally operate in the integral mode, multi-energy CT utilizes energy-sensitive detectors. In multi-energy CT the acquired data are sorted into energy bins according to the energy of each incoming photon. Data gathered in each bin can be separately used for image reconstruction. Due to recent technological improvements in detector design, in terms of energy resolution and speed, it is expected that multi-energy computed tomography can be realized in the clinic [33, 43, 44].

The idea of contrast agent differentiation by use of the K-edge was first introduced by Riederer and Mistretta [45] and further investigated recently by others [32, 36–38, 40]. All these works were performed in projection (sinogram) space and are based on solving systems of simultaneous equations as formed by using multi-energy measurements. A similar concept was investigated by Le and Molloi [34] in the image space. However, designing an appropriate system of simultaneous equations to avoid ill-conditioning, iterative divergence, and using fast and robust methods to solve such systems appears challenging and is still an active research area [35].

In this study, we used a previously proposed image-based K-edge imaging algorithm with the abilities to identify and discriminate multiple contrast agents [46] to minimize contrast-related artifact in hybrid imaging such as PET/CT or SPECT/CT. We aim to address the challenge of using CT images for attenuation correction of nuclear medicine (PET or SPECT) data in the presence of multiple high atomic number CT contrast agents, while providing a straightforward and practical energy mapping algorithm by using analytic simulation.

Materials and methods

Analytic CT simulator

We used a sinogram-based analytical model implemented in our center to simulate the complete chain of CT data acquisition. Our model includes the capability of X-ray spectrum generation according to the values of kVp, mAs, inherent and added filter, and slice thickness. The detection system is able to work in either integral (current) or spectral (pulse) modes.

In our model the initial X-ray spectrum was calculated using aluminum equivalent X-ray tube filtration, collimator opening A (mm²) (which varies with slice thickness), X-ray tube current–time mAs, and potential kVp based on data obtained from IPEM report 78 [47]. A detector arc consisting of 725 elements (consistent with a 512 × 512 image matrix with 1 mm pixel size) was used and the projections were generated in 0.4° increments along full rotation. Thus, in our model the generated projection matrix of analytically designed computerized phantoms (presented in the next section) consists of 725 × 900 pixels.

The geometrical parameters have been set to be very similar to the clinical CT systems. The X-ray tube focal spot to iso-center and to detector distances have been set to 540 and 950 mm, respectively. The fan angle has been set to 56° which is consistent with 1.02 mm width for each element of the 1D array detector arc. No collimator has
been used in front of the detector, which means that our model has not considered the Compton scattered photons that originated from other ray paths.

To acquire the matrix of detected photon intensities, we used general attenuation function when the calculated initial X-ray spectrum, obtained projection matrix of computerized phantoms, and response function of the detector were used in the calculation. Quantum noise fluctuation of detected signals was simulated by invoking Poisson distribution with a mean of detected photon intensities.

A software procedure of water calibration was designed in the simulation program to measure the extent of beam hardening along the projections. To this end, we designed a computerized 250 mm diameter cylindrical water phantom to obtain beam-hardening correction factors. In the smoothed reconstructed image of the water phantom, the rate of decrease in the pixel values moving from the edge to the center of water phantom was extracted. A first-order linear least square fitting was used to generate a function which represents the profile intensity variation versus phantom depth. The slope and intercept of the obtained linear function was recorded in the calibration file. In the imaging procedure of the simulation program, these parameters are used to correct beam-hardening effects in the projection domain. For each CT parameter that may have different X-ray characteristics, such as filter and kVp value, an individual calibration file was considered.

For image reconstruction, we simply used MATLAB (MathWorks, Inc., Natick, MA) functions of fan beam filtered-back-projection to reconstruct the calculated line integrals as a $512 \times 512$ image size.

In the integral detection mode, photon energies ranging from 1 keV to maximum value, which normally equals to the kVp values, were taken into account. In the spectral (multi-energy) detection mode, the photons of each energy bin were separately used for image reconstruction.

We validated our code by comparing with experimental data. More details regarding our analytic CT simulator and experimental validation have been reported previously [46, 48].

Phantoms and materials

Two shape-based computerized phantoms were designed in the simulation code: first, a water-filled multi-contrast phantom with 12 cavities, each of which was filled with different concentration of bony and contrast materials, as shown in Fig. 1a. The multi-contrast phantom contains three concentrations (C1, C2, C3) of three different contrast agents (CA-1, CA-2, and CA-3), coupled with three concentrations of $K_2HPO_4$ (b-1, b-2, and b-3) to mimic the bone tissue. Second, an anthropomorphic abdomen phantom, 41 cm in width and 33 cm in height (in the axial direction), was also designed and used to validate the energy mapping approach (Fig. 1b).

It is worth taking into consideration that our model calculates the sinogram using 2D model of aforementioned phantoms. It means that the phantom shape, size, and contents are not changed by variation of slice thickness. Slice thickness variation only affects the photon intensity in our model.

The attenuation coefficient data of materials and tissues used in the phantoms were calculated using the WinXcom database software [49], reported in detail in our previous work [46].

We simulated nine different contrast agents: Bi (bismuth), Au (gold), Pt (platinum), W (tungsten), Ta (tantalum), Hf (hafnium), Yb (ytterbium), Er (erbium), and Gd (gadolinium), each at three different concentrations (see Table 1). The concentrations of the contrast agents were adjusted so as to match linear attenuation coefficient (LAC) values of all contrast agents for all energies between 1 and
140 keV, except energies close to K-edge energies. This was for each of the three concentration groupings used. Our aim was to generate challenging situations for discrimination of the contrast agents from each other by conventional CT imaging.

Energy mapping based on integral-mode CT

For the single-kVp measurement, we used the tri-linear energy mapping method [50, 51] using the following equation:

\[
\begin{align*}
\mu_{511}^{1} & = \begin{cases} 
M_1 \cdot \text{HU} + N_1 & \text{HU} < 0 \\
M_2 \cdot \text{HU} + N_2 & 0 \leq \text{HU} < \text{HU}_{\text{bone}} \\
M_3 \cdot \text{HU} + N_3 & \text{HU} \geq \text{HU}_{\text{bone}}
\end{cases},
\end{align*}
\]

where \(M\) and \(N\) denote the slope and intercept coefficients of the linear conversion equations which transform HU at CT energy to LAC at PET energy, \(\mu_{511}^{1}\). The standard six coefficient values in the tri-linear mapping method above as used in commercial PET/CT scanners were employed for conversion of CT HU units to LAC in 511 keV [50, 51].

The tri-linear method was examined on the computerized anthropomorphic phantom containing three different contrast agents: Gd in two regions in the liver, Hf as blood pool in the aorta and in the colon, and Au in the stomach (Examination 2 in Table 2); we also placed a calcification on the aortic wall, all simultaneously.

For the dual-kVp CT measurements, we used the DEslope method [39, 52, 53]: a coordinate system with 80 kVp HU on the vertical Y-axis against 140 kVp HU on the horizontal X-axis was formed.

The DEslope method was applied on the anthropomorphic phantom containing the same materials used in single-kVp mode (described above). The slopes of fitted lines on bony and contrast agent pixel values were measured. The slope of the separation line, used to distinguish between regions containing contrast agent from bony regions in the formed coordinate system, was calculated by averaging the slopes of bone and contrast agent lines. The values of the extracted contrast agent pixels were replaced with the value for water to produce virtual none contrast (VNC) image. To obtain the attenuation map at 511 keV, the VNC image was transformed to 511 keV using a bi-linear energy mapping function having the coefficients given in Eq. (1) except that the third equation was removed and the constraint on the second equation changed to HU \(\geq 0\).

Energy mapping based on spectral CT

We used our previously proposed image-based K-edge ratio method [46] in which the image acquired from the energy window located above the K-edge energy is divided by the image acquired from the energy window located below the K-edge energy. By dividing these two images, a parametric map (virtual image) is generated, i.e.

\[
R_{K\text{-edge}} = \frac{\text{Im(bin}_i)}{\text{Im(bin}_j)},
\]

where \(\text{Im(bin}_i)\) and \(\text{Im(bin}_j)\) are the images reconstructed using data gathered in energy windows bin\(_i\) and bin\(_j\), respectively, which straddle the K-edge energy.

Due to the sudden increase in the LAC just above the K-edge energy, the effective LAC in the energy window above the K-edge is noticeably higher than that below the K-edge energy. Therefore, in spite of the general trend for LACs, in which the LAC at higher energies is smaller than that in lower energies, the value of ratio near K-edge is larger than unity. Since each contrast agent material has a unique K-edge energy (Table 1), by specifying appropriate energy windows around the K-edge energy, each contrast

<p>| Table 1 | Three levels of adjusted concentration of contrast agents (C1, C2 and C3) used in this work |</p>
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Materials (chemical symbols)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic number (Z)</td>
<td>Gd</td>
</tr>
<tr>
<td>K-edge energy (keV)</td>
<td>64</td>
</tr>
<tr>
<td>Density (g/cm(^3))</td>
<td>50.2</td>
</tr>
<tr>
<td>C1 (mg/mL)</td>
<td>7.9</td>
</tr>
<tr>
<td>C2 (mg/mL)</td>
<td>11.5</td>
</tr>
<tr>
<td>C3 (mg/mL)</td>
<td>23.0</td>
</tr>
</tbody>
</table>

<p>| Table 2 | Examinations performed and related acquisition protocols for the K-edge ratio imaging method |</p>
<table>
<thead>
<tr>
<th>Examination</th>
<th>Contrast agents</th>
<th>Energy bin(_1) (keV)</th>
<th>Energy bin(_2) (keV)</th>
<th>Energy bin(_3) (keV)</th>
<th>Energy bin(_4) (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yb, Pt, Bi</td>
<td>50–60</td>
<td>63–77</td>
<td>80–89</td>
<td>92–102</td>
</tr>
<tr>
<td>2</td>
<td>Gd, Hf, Au</td>
<td>39–49</td>
<td>52–64</td>
<td>67–79</td>
<td>82–92</td>
</tr>
<tr>
<td>4</td>
<td>Er, Ta, Au</td>
<td>46–56</td>
<td>59–66</td>
<td>69–79</td>
<td>82–92</td>
</tr>
</tbody>
</table>

The first and second numbers in each cell of energy bin columns represent the thresholds of energy bins.

The DEslope method was applied on the anthropomorphic phantom containing the same materials used in single-kVp mode (described above). The slopes of fitted lines on bony and contrast agent pixel values were measured. The slope of the separation line, used to distinguish between regions containing contrast agent from bony regions in the formed coordinate system, was calculated by averaging the slopes of bone and contrast agent lines. The values of the extracted contrast agent pixels were replaced with the value for water to produce virtual none contrast (VNC) image. To obtain the attenuation map at 511 keV, the VNC image was transformed to 511 keV using a bi-linear energy mapping function having the coefficients given in Eq. (1) except that the third equation was removed and the constraint on the second equation changed to HU \(\geq 0\).
material can be segmented and identified even when several contrast agents are present simultaneously.

In total, four examinations using multi-contrast and anthropomorphic phantoms were performed, each one with a different combination of contrast agents as described in Table 2. When using the multi-contrast phantom, three concentrations of each contrast agent (C1, C2, and C3) together with three concentrations of K_2HPO_4 (100, 350, and 700 mg/cc) were used. When using the anthropomorphic phantom, we put two different concentrations of Gd in two regions within the liver, two different concentrations of Hf as blood pool in the aorta and in the colon, and Au in the stomach. In Table 2 we summarized acquisition protocols for all examinations. For designing the acquisition protocols, we assumed that the energy resolution of the detector might not be ideal. Therefore, we left a 3 keV gap between the high edge of one bin and the low edge of the following one as used in Ref. [33] to avoid contrast-to-noise ratio degradations due to overlapping of adjacent energy windows. After selecting an appropriate acquisition protocol, the images corresponding to each energy bin were reconstructed.

By applying Eq. (2) on the reconstructed images, \( R_{k\text{-edge}} \) parametric maps were generated. For instance, in examination 1 (Table 2), the ytterbium, platinum, and bismuth can be discriminated by calculation of \( R_{61.3}, R_{78.4}, \) and \( R_{90.5} \) which are the parametric maps achieved by dividing bin 2 by bin 1, bin 3 by bin 2 and bin 4 by bin 3, respectively. In these parametric maps the pixels corresponding to the contrast agents are expected to exhibit values higher than that unity and all other pixels lower than unity.

To generate the VNC image, we used the following equation:

\[
\text{VNC Image} = \begin{cases} 
\text{diagnostic Image}, & R_{k\text{-edge}} \leq 1 \\
\text{Water}, & R_{k\text{-edge}} > 1 
\end{cases}
\]

where diagnostic Image is an image originally reconstructed using the entire X-ray spectrum. By using Eq. (3) the \( R_{k\text{-edge}} \) parametric map is used to segment the regions containing contrast agents and replace by LAC of water in the diagnostic image, which leads to generating corresponding VNC image. Once the VNC image is generated, it should be transformed to the desired energy (511 keV for PET and 140 keV for SPECT) to obtain attenuation map. To this end, Eq. (1) can be used to transform VNC image to the attenuation map, where only two types of materials, air–water and water–bone mixtures, as representative of body tissues without any contrast agents, are considered. It means that by removing contrast agent in the VNC image, tri-linear energy mapping function of Eq. (1) should be reduced to bi-linear energy mapping function by removing third equation and changing the constraint on the second equation to HU \( \geq 0 \).

Results

Energy mapping based on integral mode CT

Simulated images of the anthropomorphic phantom (with contrast agents of examination 2) are shown in Fig. 2. The location of contrast agents and aortic calcifications are pointed by arrows in the integral mode CT image (Fig. 2a). The true attenuation map at 511 keV is shown in Fig. 2b, whereas Fig. 2c illustrates the attenuation map calculated using the single-kVp tri-linear algorithm. It can be seen that highly dense bony materials, such as spine blade, ribs and aortic calcifications are mistakenly transformed as contrast agents due to their very high HU values, while the cancellous bone and cortex of spine are correctly segmented. Moreover, one of the Gd regions in liver, the Hf blood pool in aorta, and the Au region in stomach are mistakenly segmented as bone due to their small HU values. In addition, it can be seen that simple thresholding normally used in tri-linear approach mischaracterizes most of the boundaries which have distinct pixel values due to the partial volume effect.

The dual-energy CT was also examined to generate the attenuation map at 511 keV of the multi-contrast phantom and anthropomorphic phantom (Fig. 2d). Unlike in the case of single-kVp tri-linear method, the DE_slope method could successfully discriminate different concentrations of bony materials. When mapping the multi-contrast phantom images by dual-energy CT method, we noticed that the slopes of a given contrast agent vary noticeably as function of the K-edge energy values when the DE_slope method is used. In the Table 3 the measured HU values of three concentrations of different contrast agents and related slopes are summarized. As can be seen in Table 3, when K-edge energy of contrast agents is below the effective energy of 80 kVp (typically 58 keV) the slope value is higher than bone (Gd and Er materials). However, other materials with higher K-edge energies have slope values smaller than that bone. Consequently, defining a unique separation line to discriminate all contrast agents listed in Table 2 is unfeasible. This means that when several contrast agents are scanned simultaneously, each with a different K-edge energy lying between or outside the dual-kVp effective energies, this approach is generally unlikely to be able to discriminate each one from bone tissues using the DE_slope method. Therefore, the resulting attenuation maps at 511 keV may contain contrast agent-related artifacts.
The attenuation map of the anthropomorphic phantom obtained using the DE$_{slope}$ method, shown in Fig. 2d, demonstrates enhanced performance compared to the single-kVp tri-linear method (Fig. 2c). All bone regions with low or high densities as well as the calcification in the aorta are segmented and transformed correctly. Nevertheless, it can be seen that this method was not successful in discriminating all contrast agents. It was found that both Gd regions in the liver were well transformed at 511 keV energy with a relative difference $<3\%$, while this method failed for Hf and Au regions transformation resulting in relative differences exceeding 18%. The pitfalls are identified by arrows in Fig. 2d. The Gd regions were correctly discriminated from bone because its slope is larger than that of bone. Therefore, a separation line which lays between bone and Gd slopes is able to discriminate between them. However, the slopes of Hf and Au are less than the slope of bone due to their K-edge energies and thus cannot be discriminated by the above defined separation line.

Energy mapping based on spectral CT

Images of the multi-contrast phantom containing Yb, Pt, Bi agents with 61.3, 78.4, and 90.5 keV K-edge energies, respectively, as reconstructed from detected photons in energy bins reported in Table 2 are shown in Fig. 3. As can be directly seen in Fig. 3a, the pixel values for the three contrast agents are almost identical in images obtained at the first energy bin (50–60 keV) when this energy is below all K-edge energies. As explained above, this is because we purposefully adjusted the concentrations of the agents so as to match their LACs. In the image obtained using the second energy bin (63–77 keV) shown in Fig. 3b, the pixel values of regions containing Yb increase (5, 8, and 11 O’clock) because in this bin the average energy is higher than the Yb K-edge energy. It can be seen in Fig. 3c that pixels obtained using the third energy bin (80–89 keV) located in regions containing Pt (4, 7, 10 O’clock) exhibit higher values than when the acquisition is performed using the two previous bins. Similarly, for the images obtained in the fourth bin (92–102) shown in Fig. 3d, where the bin energy is higher than the Bi K-edge energy, the regions containing this contrast agent (3, 6 and 9 O’clock) show increased values. The regions containing bony materials (12, 1 and 2 O’clock) have nearly similar values to contrast agent in some images but the trend of falling LAC values versus energy is preserved owing to the absence of K-edge in the energy range of the images.
The calculated $R_{K\text{-edge}}$ parametric maps of the multi-contrast phantom containing Yb, Pt, Bi contrast agents are shown in Fig. 4. It can be seen that the regions containing the contrast agent with the corresponding $R_{K\text{-edge}}$ exhibit higher gray values compared to other regions so they can be segmented by applying simple thresholding. The results obtained using $R_{61.3}$ show that only regions containing Yb have pixel values greater than unity (Fig. 4a). Similarly, those obtained using $R_{78.4}$ and $R_{90.5}$ show that only regions containing Pt and Bi, respectively, produce pixel values higher than unity (Fig. 4b, c).

Figure 5a shows the diagnostic CT image of the anthropomorphic phantom containing Gd, Hf, and Au contrast agents. In Fig. 5b the segmented contrast agents using K-edge ratio method are shown as colored overlay on the diagnostic image, where the Gd, Hf, and Au are represented by yellow, orange, and magenta colors. The VNC-based attenuation maps at 511 keV obtained using K-edge ratio method are shown in Fig. 5c. As can be seen in Table 4, the percentage relative difference using the ROI-based analysis between these attenuation maps and the true attenuation map is $<2.5\%$.

**Discussion**

Although CT-based attenuation correction of PET data has several advantages, it still has a number of limitations that need to be resolved. The administration of contrast agent for diagnostic quality CT might result in noticeable bias in the generated attenuation maps in regions containing contrast media leading to SUV bias [1]. Several studies reported on the propagation of the bias from the attenuation maps into attenuation-corrected PET images [19–22, 24, 54, 55], and it has been shown that an increase in the concentration of iodine contrast agent leads to higher SUV values [53]. Clearly, this error will be more pronounced when higher atomic number NP contrast agents are used.

To improve the accuracy of the CTAC procedure, regions containing contrast agent on the CT image need to be accurately segmented to avoid overestimating PET attenuation maps following energy mapping. This fact coupled with considerable effort to introduce new CT contrast agents [3–17] to extend the capability of molecular imaging will provide a stimulus to research in the area of accurate differentiation of contrast agents in PET/CT imaging. It is important because newly introduced contrast agents have higher atomic numbers, thus pronouncing higher linear attenuation coefficients leading to higher artifact via CTAC.

The advantages of NP contrast agents in terms of long circulation times in the body and the ability to target specific cancer cells provide the possibility of targeted multi-
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**Table 3**

<table>
<thead>
<tr>
<th>K$_{\text{p}}$ Concentration</th>
<th>Contrast agents</th>
<th>Gd</th>
<th>Er</th>
<th>Yb</th>
<th>Hf</th>
<th>Ta</th>
<th>W</th>
<th>Pt</th>
<th>Au</th>
<th>Bi</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 C1</td>
<td>565.9 ± 13.6</td>
<td>473.7 ± 13.4</td>
<td>380.9 ± 10.8</td>
<td>267.5 ± 6.5</td>
<td>232.2 ± 9.2</td>
<td>201.7 ± 6.0</td>
<td>156.3 ± 4.6</td>
<td>119.0 ± 3.6</td>
<td>88.8 ± 2.7</td>
<td>76.4 ± 2.4</td>
<td>69.0 ± 2.4</td>
</tr>
<tr>
<td>140 C1</td>
<td>307.6 ± 10.1</td>
<td>281.5 ± 9.8</td>
<td>262.5 ± 8.0</td>
<td>230.0 ± 7.4</td>
<td>225.5 ± 8.7</td>
<td>200.0 ± 6.1</td>
<td>171.4 ± 5.8</td>
<td>151.8 ± 5.8</td>
<td>131.8 ± 5.9</td>
<td>118.5 ± 6.0</td>
<td>97.0 ± 5.6</td>
</tr>
<tr>
<td>140 C2</td>
<td>824.7 ± 27.1</td>
<td>824.7 ± 27.1</td>
<td>789.3 ± 24.8</td>
<td>727.2 ± 22.5</td>
<td>700.4 ± 21.6</td>
<td>673.0 ± 18.4</td>
<td>583.4 ± 17.5</td>
<td>550.0 ± 14.8</td>
<td>444.4 ± 14.7</td>
<td>423.4 ± 15.0</td>
<td>97.38 ± 13.5</td>
</tr>
</tbody>
</table>

Slope of fitted line

<table>
<thead>
<tr>
<th>K$_{\text{p}}$ Concentration</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>2.03</td>
<td>1.87</td>
<td>1.70</td>
</tr>
<tr>
<td>140</td>
<td>1.20</td>
<td>1.08</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The mean and standard deviation of CT numbers in HU (measured on 15 × 15-pixel size ROIs) of different contrast agents with C1, C2 and C3 concentrations (see Table 1) at (80 kVp, 150 mAs) and (140 kVp, 250 mAs) images of multi-contrast phantom, along with the slopes of the fitted line on the 80 vs. 140 kVp coordinate system using the DEslope method.
contrast molecular CT imaging, where multiple targetable contrast agents are administered. Thus, if enough time is allowed for accumulation in specific cells, a PET/molecular CT image can be obtained using a single CT scan [7, 18, 56].

In single-kVp CT, it is possible to have identical LACs for bone and contrast agent in CT images as a result of large span of contrast agent concentrations and LACs in the body. This issue is increasingly more probable when using more than one contrast agent particularly in multi-contrast molecular CT imaging.

It has been shown that dual-kVp CT improves the ability to segment regions containing contrast agents. For example, when using methods such as dual-kVp slope, the extent...
of errors introduced is reduced in applications involving a single contrast agent. In contrast, in the context of multi-contrast molecular CT imaging, we have shown that such an approach can fall very short of discriminating all contrast agents from bone as well as from each other (Table 3) because, in the case of using multiple contrast agents, it is unlikely to define a unique separation line to discriminate all contrast agents simultaneously due to different K-edge energies of the contrast agent.

In this study, we examined previously proposed K-edge ratio imaging method [46] to differentiate multiple simultaneous contrast agents using multi-energy CT to suppress the inaccuracy in 511 keV attenuation map. Material discrimination and/or identification has been investigated in a variety of aspects in several papers based on utilizing multi-energy (spectral) CT equipped with energy-sensitive photon-counting detectors [27, 32, 34–39]. Specifically, it has been demonstrated that it is possible to identify contrast agents with K-edge energies inside the radiologic energy scale by forming a system of simultaneous equations for multi-energy acquisition datasets, including decomposition of attenuation coefficients to energy-dependent functions, and iteratively solving such a system [32, 36–38]. Although such an approach has been reported to effectively discriminate contrast agents, solving a system of equations by iterative methods needs particular consideration to avoid ill-conditioning and divergence issues in the presence of multiple contrast agents with very similar LAC properties. In this approach, solving system of simultaneous equations should be repeated for each element of the sinogram (or each pixel of image in image domain approach) is very time consuming, especially in the cases in which large number of slices are acquired, i.e. three-dimensional (3D) whole body PET/CT analysis. Unlike most of previous K-edge imaging methods, which are based on projections, our proposed method is based on reconstructed images.

---

**Table 4** Percentage relative difference (RD %) of the VNC-based attenuation maps compared to true 511 keV attenuation map in the different ROIs of the anthropomorphic phantom

<table>
<thead>
<tr>
<th>Region</th>
<th>VNC-based RD %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bone</td>
<td>1.44</td>
</tr>
<tr>
<td>Calcification</td>
<td>2.47</td>
</tr>
<tr>
<td>Au-region</td>
<td>2.22</td>
</tr>
<tr>
<td>Hf-region</td>
<td>1.10</td>
</tr>
<tr>
<td>Gd-region</td>
<td>1.14</td>
</tr>
</tbody>
</table>
This method can discriminate and identify multiple contrast agents in the image domain using simple and direct calculations. In addition, our method does not need to determine constants and coefficients of particular functions such as photoelectric and Compton contributions, and as a result it does not require additional calibration procedures.

The results depicted in Fig. 5 demonstrate improved identification of contrast agents. Our proposed image-based K-edge ratio imaging is based on dramatic increases in the LACs at the K-edge energy of contrast agents. By forming a particular parametric map as the ratio of two images, one from the energy window above the K-edge energy and another from the energy window below the K-edge energy, the regions containing contrast agents will be individually recognized. By identifying contrast agent regions, the contrast agent artifacts can then be efficiently suppressed in CTAC of PET data.

The main limitation of our and others’ K-edge imaging approaches, whether projection-based or image-based, is the dependence of the energy bin definitions on the K-edge energies of contrast agents. The energy binning should be designed such that no K-edge falls inside the bins and at the same time there should exist one bin below and one above the K-edge energy. This means that increasing the number of contrast agents leads to decreasing the energy bin widths. This requires enhanced detector energy resolutions; however, recent innovations in detector technology promise such sufficient energy resolution [33, 44, 57]. Furthermore, using narrower energy bins implies increasing quantum noise levels due to photon number starvation, although images reconstructed from the entire X-ray spectrum with high contrast-to-noise ratios can be used for diagnostic purposes instead. As such, a compromise between the number of contrast agents to be simultaneously identified and the quantum noise of multi-bin images, an optimum point must be found for each application. At the same time, iterative image reconstruction algorithms have the promise to noticeably better address the photon limited nature of using increasingly narrow energy bins [58, 59], and as such, are expected to contribute to feasibility of multi-contrast agent CT imaging and CTAC applications.

The main limitations of our analytic modeling are that (a) it only works with simple geometric phantoms composed of primitive geometric objects. (b) The photon interactions and scattering are not directly modeled, and (c) the model does not support the cases with different region and object size when it is compensating beam hardening effect, which may lead to less accuracy in the complex geometries.

Although accurate beam-hardening correction considering all possible cases such as region size, object size, materials, and so on need more sophisticated algorithms, we have considered beam hardening only based on a 25-cm water phantom calibration to avoid reduction of CT values in the center of phantoms. Beam-hardening correction on the reconstructed images of 25 cm water phantom obtained from our analytic CT simulator decreased the CT value’s error from 8.5 to <1.0 % in the center of the water phantom. It worth mentioning that experimental validation of our model also showed acceptable accuracy in terms of different CT values and noise in the reconstructed images [46].

We also wish to emphasize that in cases in which a pixel may consist of more than one contrast agent, discrimination using Eq. (2) may be limited, especially when the K-edge energies of mixed materials are very close. To avoid such situations, the administered simultaneous contrast agents should be selected appropriately. When the K-edge energy differences of mixed materials are large enough compared to the energy bins width, the K-edge ratio method would be able to discriminate between the materials even when several of them are mixed. This is due to the fact that any material (i.e. contrast agent) has its unique K-edge energy, and being mixed does not affect the K-edge energy values. As such, this can be one advantage of the K-edge ratio method.

Finally, we found that standard contrast agents such as iodine and barium, due to their low K-edge energy, are not appropriate for the proposed K-edge imaging, especially for human applications, as they lead to very low photon counts in the energy windows below their K-edge energies. Our calculations showed that it is nearly impossible to obtain images with applicable signal-to-noise ratios from energy windows below the K-edge energy of iodine when the X-ray spectrum is filtered by the mm-scale of aluminum and attenuated by the human body.

In conclusion, we have examined the ability of an image-based K-edge ratio method using spectral CT to generate the 511-keV attenuation map in the presence of multiple nanoparticulate CT contrast agents for the purpose of CT-based attenuation correction of PET data, while allowing the generation of diagnostic quality CT images. The results show that the proposed image-based K-edge ratio method using spectral CT outperforms conventional single-kVp and dual-kVp approaches.
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